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AHHOTAUUA

CoBpemMeHHble MeTofbl MALIMHHOTO 00yYeHWs OTKPbIBAIOT HOBbIE BO3MOXHOCTM /11 aHAIM3a MeAMLMHCKUX TEKCTOB.
Mcnonb3oBaHWe HeCTPYKTYPUPOBAHHbIX AAHHbIX MO3BOSET YNYULIUTh KAYECTBO MOALEPXKKM MPUHSTUS BpayeOHbIX pe-
LWeHW 1 pa3BMBaTb NEPCOHANM3NMPOBAHHbIE MOAXOAb! K EYEHUIO NaLWeHTOB. Lieab nccaegoBanms: paspaboTka on-
TUMabHOTO aNropyMTMa MPOrHO3VMPOBaHUs 3ab0NeBaHUiA C MOMOLLBI0 MY/bTUMETOYHON KnaccUdrKaLmm Ha OCHOBA-
HUWN MEeOMLMHCKMX TEKCTOB M3 0TOOPAHHbIX Cy4YaeB ieYeHns NalueHToB. MaTepuaabl U MeTogbl. B 1cciefoBaHum
MCNoNb30BaIMCb AaHOHUMMU3MPOBAHHbIE 3/IEKTPOHHbIE MeJnUUHCKMe KapTbl 387 590 nauneHToB. [119 aHann3a TeKCcTo-
BOV MHPOPMALMN MPUMEHANMCH METOLbI IEMMATU3ALMMN U BEKTOPM3ALIMK HA OCHOBE NpefobyyeHHoi mogenn FastText.
Pa3paboTaHa MynbTUMETOUHAs MOfEeNb KAacCuukaLmm, npefckasbiaowas 156 AMArHOCTUYECKNX KAaTeropui, Crpyn-
NYPOBAHHbIX MO OCHOBHbIM rpynnam 3aboneBaHuit. [L1si NOCTPOEHUs Mofeneit NPUMEHSIINCL HeNpOCeTeBble apXMTek-
TYypbl U aHcambau [iepeBbeB pelleHuit. Pe3yabTatbl. [PefnoXeHHble MOAENU MoKasanu BbICOKYIO 3DPEKTUBHOCTD.
Micnonb3oBaHue pasnnyHbIX METO0B arperalum TeKCTOBbIX BEKTOPOB MO3BOIMIO MOBLICUTL KA4eCTBO MPOrHO3MpoBa-
HUS. Mofenb NpPoAEeMOHCTPUPOBANA CTAOUABHOCTb M KAMHWUYECKYIO MHTEPNpeTUPYeMOCTb pe3yabTaToB, obecneunBas
BO3MOXHOCTb MPUMEHEHUS B PeanbHOi MeJWLMHCKON NpakTvke. 3akalodeHue. Pa3paboTaHHbIA NOAX0H K aHaM3y
HECTPYKTYPVMPOBAHHbIX MEAWLIMHCKMX TEKCTOB C MOMOLLbIO METO0B MALUMHHOTO 00yYeHNs ABASETC NMePCneKTUBHbIM
MHCTPYMEHTOM A5 NMOAAEPXKKM LMATHOCTUKM 3a000eBaHnii. [lanbHellune NCCefoBaHNs HanpaBaeHbl Ha yaydlleHne
WHTEPNPETUPYEMOCTM MOAENEN N NX afanTaumnio K pasanyHbiM KNMHUYECKUM UCTOYHUKAM AAHHbIX.
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Abstract
Modern machine learning methods open new opportunities for analyzing medical texts. The use of unstructured data
enables improved clinical decision support and the development of personalized patient treatment approaches. The aim
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of the study: to develop an optimal algorithm for disease prediction using multi-label classification based on medical
texts from selected patient treatment cases. Materials and methods. The study utilized anonymized electronic medical
records of 387 590 patients. Textual data were processed using lemmatization and vectorization based on a pretrained
FastText model. A multi-label classification model was developed to predict 156 diagnostic categories grouped by major
disease classes. Neural network architectures and decision tree ensembles were applied for model building. Results.
The proposed models demonstrated high effectiveness. The use of various text vector aggregation methods improved
prediction quality. The model showed stability and clinical interpretability, supporting its applicability in real-world
medical practice. Conclusion. The developed approach to analyzing unstructured medical texts using machine learning
methods is a promising tool for disease diagnosis support. Further research will focus on improving model interpretability
and adapting models to diverse clinical data sources.
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BBEAEHUE

Pa3BuTve TeXHONOrMin MalvHHOro obyuyeHusa n o6-
paboTKM ecTeCTBEHHOrO A3blKa OTKPbINIO HOBblE BO3MOX-
HOCTV JN1A aHanu3a MeAUUMHCKMX TeKCTOB, aBTOMaTu-
YeCcKoro M3BfeYeHVs AaHHbIX Y NOAAEPXKKU NPUHATAA
peweHun [1]. BKknioyeHne TeKCTOBbIX 3anucer B anroput-
Mbl aHanM3a No3BOJIAET BbIABMATb HOBble KIVMHUYECKMe
3aKOHOMEPHOCTU, OCYLLECTBAATb MPOrHO3bl U OLIEHVBaTb
30beKTUBHOCTb CTpaTernii nevyeHua. ITO paclumpsAet
BO3MOMHOCTN CUCTEM NOAAEPKKN NMPUHATAA BpauyeBHbIX
pelueHniA, cnocobCTBYA NOABIEHNIO MEPCOHANN3UPOBaH-
HbIX NMOAXOAOB K BEAEHNMIO NaLMEeHTOB 1 MOBbILIEHNIO Ka-
yecTBa MeguLMHCKOM nomowm [2].

Mpu pa3paboTke NMOJOOHbIX pPeLleHni HEOOXOAUMO
YyunUTbIBaTb PAL OrpaHMuYeHUi. BakHbiMK TpeboBaHUA-
MU ABMATCA BbICOKAaA CKOPOCTb 00paboTKM 3ampocCos,
BO3MOXHOCTb JIOKaJIbHOrO pa3BepTbiBaHUA peLLeHnN
B MeAVLUHCKNX OpraHm3aumax, a TakKe COOTBETCTBUE
TpeboBaHUsAM MHbOPMaLUoHHON 6e3onacHocTn. Camo
NMPYIMEHEHNEe TaKoro POAa TEXHONOMMIA COMPAMXEHO C ps-
[OM TEXHUYECKMX BbI30BOB, BKJIOUAA CIIOKHOCTb TEPMU-
HOMOIMK, HEOLHOPOAHOCTb W pasnuuua B dopmaTax go-
KyMeHTaLuMu. 3HaumTenbHaa YacTb MeOVLNHCKUX JaHHbIX
npefcTaBneHa B HECTPYKTYPUPOBaHHOM BuWAe, Hampu-
Mep B BMAE TEKCTOBbIX MPOTOKONOB OCMOTPOB, BbIMWCOK,
3aKJIIUYEHUIA, UTO YCIOXKHAET UX 06PabOTKy 1 MHTeprpe-
Taumto. Bce 311 dakTopbl TpebyoT KOMMIEKCHOrO NoA-
xofa K pa3paboTKe peLueHunin, 06befUHALWEro MeToabl
MaLUMHHOrO 0ByYeHNs, IMHIBUCTUYECKOTO aHann3a u me-
OVLUNHCKONM 3KCMepTu3bl.

CoBpemeHHble M1CCNefoBaHUA OXBaTbiBalOT  LLIMPO-
KWUiA CNEKTP NOAXOH0B MO Knaccudukaumym MeguumnHCKux
TEKCTOB, Pa3fiMyaAacb Mo UCTOYHMKAM [aHHbIX, MeTofam
npeacTaBneHusi/obpabotkn TekctoB (TF-IDF, Word2Vec,

ELMo, fastText) n no anroputmam Knaccmoukauum (no-
rMCTUYECKasa perpeccus, CiyyalHbld iec, CBEPTOYHble
N PeKyppeHTHble HelpoHHble ceTu) [3, 4]. Pa3bpoc me-
TPUK KauyecTBa MOATBEPXKAAeT 3TO pa3Hoobpaswue: F1-
score B ony6/MKOBaHHbIX paboTax Bapbupyetcsi ot 0,67
ANs TPaAWUMOHHBIX MoAenell MalMHHOTO 0bydyeHuns
4o 0,98 OnA HeMpocCeTeBbIX aAPXUTEKTYP, YYBCTBUTENb-
HocTb gocturaeTt 0,99, a AUROC konebnetca ot 0,79
no 0,86 [5-9].

TaknM 06pa3oM, COBPEMEHHbIE CCIelOBaHNA MOKa-
3bIBalOT, YTO ANA YCMewHon Knaccubukaumm mepguumH-
CKMX TEKCTOB KPUTUYECKM BaXKeH BblOOp nopxopa K rxX
06paboTKe, anropuTMa Knaccmpukaluum n MetTofia BEKTO-
pusayuun. OgHaKo OCTalTCA HEpPELLEHHbIe BOMPOChI, CBA-
3aHHbIe C MHTEPNPETUPYEMOCTbIO MOAENEN, afanTaLmen
ANrOPUTMOB K PasfiNyHbIM A3blKaM Y UCTOYHMKAM AaH-
HbIX, @ TaKXXe HeEOOXOAMMOCTbIO 06ecneyeHns X ycTom-
UYMBOCTU K OWMNOKAM M BapUATVBHOCTA MEAULMHCKOMN
TepMuHonoruun. B gaHHOM nccnegoBaHnm Mbl CTPEMUMCA
BHECTV BKJ1afl B PeELLEHVe 3TUX Npobiiem, Npeasaras nog-
XOf, afanTMPOBaHHbIN K cneyndrKe peasnbHbIX KIMHUYe-
CKUX PYCCKOA3bIYHBIX AaHHbIX.

Llenb mccnepgoBaHus: pa3paboTka ONTUMANbHOIO
anroputTMa NporHo3rpoBaHusA 3aboneBaHni C MOMOLLbIO
MYNbTUMETOYHOWN Knaccupukaumym Ha OCHOBaHUU MefU-
LMHCKMX TEKCTOB 13 OTOOPAHHbIX C/lyyaeB JieyeHus na-
LMEeHTOB.

MATEPUAJIbI U METOADbI

UcTtoyHmMK AaHHbIX. [poBefeHO MHOrOLEHTPOBOE
KOFrOpTHOE PEeTPOCNEKTUBHOE UCCNEAOBAHME C UCMOb-
30BaHWeM 6a3bl AaHHbIX NnaTdopmbl Webiomed (https://
webiomed.ru/), cogepalieint 06e3nnUYeHHbIe 3NIEKTPOH-
Hble MeAVUMHCKME KapTbl 50 MUANIMOHOB MauMEeHTOB
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n3 Poccuinckon Qepepaunn. MiHdopmauma o Kaxxgom na-

umneHTe B 6a3e faHHbIX NpeAcTaB/ieHa B BUAE MHOXeCTBa

3anuncern C Y4eTOM BPEMEHHbIX M3MEHEHU 1 BKIOYAEeT

KNUHUYeCKMe JaHHble O COCTOAHUN 340POBbA, Nabopa-

TOPHblE 1 WHCTPYMEHTaslbHble WCCNefoBaHnA, 3aperu-

CTpVpOBaHHble 3ab05eBaHMA.

YuacTHuKu. Kaxxgas 3anmcb B ncciiefoBaHHOM Habo-
pe npepcTaBana coboi NePBUYHBIN OCMOTP MaLMEHT],
OTHOCALMNCA K OTAENbHOMY C/lyYalo OKa3aHUA MeauLnH-
cKol nomoLuu. 1na BKNOYEHUSs OCMOTPa B HAOOP AaHHbIX
MNCNOJb30BaNNCh CleayoLme Kputepum.

1. Cnyyai oKasaHuA MegULMHCKON NOMOLLN, K KOTOPOMY
OTHOCUTCA OCMOTP, MpeAcTaBseT coboin ambynatop-
Hoe noceLlyeHme.

2. YKa3aHbl Nof 1 faTa pOXAEeHUA NauneHTa, ero Bo3pact
18 neT 1 cTaplle Ha MOMEHT 0bpalLeHMS.

3.B mMeauuMHCKON KapTe eCcTb faHHble O 3aBepLUeHUn
Cnyyas neyeHuns, BKIoYaa OCHOBHON AMarHo3, a TakxKe
[aTbl OTKPLITUA 1 3aKPbITUA ClyYas.

4. [lata 0CMOTpa HaxoAUTCA B Npefenax oT AHA OTKPbITUA
Cnyyas [O C/legylowero KaneHaapHoro AHA BKOYM-
TeNbHO.

5. B ocmoTpe 3amnofiHeHbl pa3fesibl Xanob n o6beKTuB-
HbIX JaHHbIX.

MonyuyeHHble AaHHble BbINN pa3feneHbl Ha obyyato-
wyto (72 %) n TectoByto BbIGOpKU (20 %), 8 % GbIIM UC-
Mosb30BaHbl A1 KOHTPOJIA NepeobyyeHs airoPUTMOB.

Ucxopbl. B nccnegoaHnmy pelanacb 3agaya NporHo-
3UPOBaHUA 3a00NIEBaHUI C MOMOLLbIO MY/TbTUMETOYHOM
Knaccuoukaumm Ha OCHOBAHUW MEAMLMHCKMX TEKCTOB
13 0TOOPaHHbBIX CllyyaeB ieyeHrs NaumeHToB. MoCcKobKy
OAWH MauWeHT MOT MMETb HECKOSIbKO AUArHOCTUPOBaH-
HbIX COCTOSIHMI B paMKax OfHOro cilyyad OKa3aHuAa Me-
AVILVHCKOW MOoMoLM, Npeanonaranocb, Yto eMy MOXKeT
ObITb MPYCBOEHO HECKOIbKO METOK OJHOBPEMEHHO.

Npouecc Np1cBOeHNA METOK OCHOBbLIBAJICA Ha 3aperu-
CTPUPOBaHHbIX AnarHo3ax B Buge kogos MKB-10, Bkntouas
OCHOBHOW [MarHo3, conyTcTBylolMe 3aboneBaHnst U oc-
NOXKHEeHUA. JNA yMeHbLUEHMA Pa3MePHOCTM NPOCTPAHCTBA
NPOrHO3MpPYyeMbIX METOK U MOBbILLEHWA YCTONYNBOCTM MO-
Jenv Koapl 6bIn CrpynnupoBaHbl B 6oniee 0606LieHHble
AMarHocTmyeckme Kateropuu. lpynnmposka NpoBogunach
Ha OCHOBE MeAVLIMHCKIMX 3HAaHWIA, YTO MO3BOINIIO 0Obeaw-
HATb CXOXME COCTOAHUSA B 6oiee KpynHble Knacchl. Takon
noaxof He TONMbKO YNpoLan CloXKHOCTb 3aayun, HO U Mo-
BbILWA KINHUYECKYIO MHTEPMNPETUPYEMOCTb PE3YNbTaToB,
NMOCKOJbKY NpeAcKasaHma MOAe COOTBETCTBOBAsIM JIOT -
YecKm CBA3aHHbIM rpyrnnam 3a6oneBaHWiA.

B pesynbrate ot6opa 6binn chopmupoBaHbl 156
AVArHOCTUYECKMX METOK, KarKpaa U3 KOTOPbIX OTHOCK-
nacb K OfHOW 13 BblAeNIeHHbIX Fpynmn 3aboneBaHuin: cep-
LEeYHO-COCYAUCTble, SHOOKPUHHbIE, OHKOMOIMYecKue,
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pecnupaTopHble, XKeNlyAoYHO-KULIEeYHble, WHPEKLNOH-
Hble, ay TOMMMYHHbIe 1 HeBpornornyeckure (mpunoxexuve 1
https://doi.org/10.47093/2713-069X.2025.6.4.55-64-
annex). [Mpy 3TomM 13 aHanM3a 1 pasmeTky 6bIn NCKoYe-
Hbl CJTyYan, B KOTOPbIX AUArHOCTUPOBANNCh TPaBMbl, Hap-
KONMormyeckre 1 ankoronbHble 3a60neBaHUsA, COCTOAHNA,
CBA3aHHble C 6epeMeHHOCTbIO.

MpepukTopbl. [1nAa NpOrHo3npoBaHWA UCXOAOB
B [aHHOM WCC/Ief0BaHMM MNCMOJIb30BaINCh OrpaHnyeH-
Hbli Habop ¢aKTopoB, BKIIOYAKOLWMIA TOMBKO BO3PacT
naumeHTa Ha MOMEHT BU3MTa U €ro MnoJi, a Takxe TeKCTbl
13 anob, o6bEeKTMBHOIO OCMOTPA 1 JIOKasSIbHOro CTa-
Tyca (ecnm oH 6bin 3aduKcpoBaH). Bo3pacT maymeHTa
YUUTBIBANICA KaK BaXHbIi GaKToOp, MOCKONbKY OH MOXeT
BNNATb Ha BEPOATHOCTb BO3HUKHOBEHUA Pa3/INYHbIX 3a-
60neBaHU 1 COCTOAHME 300POBbA B LienoM. [on Takxe
6blN MPUHAT BO BHUMaHMe, Tak Kak MHorve 3aboneBaHus
VIMEIOT NMONOoBbIe Pa3NMyma NPOABIEHNA N YaCTOTbI.

[nAa aHanM3a CTPOKOBbIX AaHHbIX MPVMEHANNCH Me-
TOAbl 06PabOTKM eCTECTBEHHOTO A3bIKa. /13 TeKCTOB 6blNIN
yAaneHbl NyHKTyaums u cnyxebHasa nHGopmaums, nocne
yero, ¢ ucnonb3oBaHnem 6ubnnoTekn pymorphy2 [10],
6bln NpoBefieH Npouecc feMMaTu3auum, YTo NMOMOrmo
YMEeHbLNTb BapMaTUBHOCTb C/IOB B TEKCTE W YyYlLUTb
KauecTBO aHanu3a. [lna panbHewnwero pasgesneHna Tek-
CTa Ha OTAeNbHble 3neMeHTbl Obin MCNONb30BaH MeToq
TOKeHu3aLumm 13 bubnuoteku razdel'.

MoToM KaxAbli NOJSTyYeHHbIN TOKeH Obin nepeBefeH
B UMC/IOBOW BEKTOP ANMHOW 50 3neMeHTOB C MOMOLLbIO
npefobyyeHHON Ha ocHoBe TexHonorun FastText? mo-
penv. [laHHaa mopenb 6Gbina 3apaHee obyyeHa Ha Kop-
nyce 06e3nMYeHHbIX MeAULMHCKIX 3anmnceil Ha PYCCKOM
A3blKe, UTO MO3BOMWNMIO CO3[aTb UMCSIEHHOE MpencTaB-
NeHne CNoB, XapakTepHbIX ANA MeJVNLNHCKON TeMaTuKM.
MTorosoe npepctaBneHne TeKcTa NPeAcTaBiAno cobon
MaTpuLy pa3mMepHOCTbIo 50¥KONNYecTBO CNOB B TEKCTE,
roe Kakpas CTpoKa COOTBETCTBOBana BEKTOPY ANA OT-
[EeNbHOro TOKEeHa, YTO MO3BONAMIO YUYeCTb KOHTEKCTyallb-
Hble 3aBUCMMOCTY 1 CEMaHTUKY B NOSIHOM obbeme.

Mocne sTana nosyyeHUs MaTpuLbl BEKTOPOB AJ1A npe-
06pa3oBaHVA Bcel MHPOPMaLKM O TEKCTE B ORUH BEKTOP
bUKCMpPoBaHHON ANNHBI 6bINN NCNONb30BaHbI U OL|EHEHDI
HECKOMNbKO Noaxo[os (puc. 1):

1. MMoaxoa ¢ guHammyveckum nyamHrom (Dynamic
Pooling)?

B 3TOM MeTOze TeKCT AennTCcA Ha CerMeHTbl, KaXablil
M3 KOTOpbIX 0bpabaTtbiBaeTCcsA C MCMNONb30BaHMEM oOre-
pauun «Max pooling», KoTopas HaXOAUT MakCcMManbHoe
3HaueHuMe Mo KaxJoMy Npu3HaKy B cermeHTe. MItorosoe
npeacTaBneHne TeKCTa NnosiyyaeTca nyTeM ycpeaHeHus
pe3ynbTaToB BCeX CerMeHTOB. B pe3synbrate nmonyuaetca
BeKTOp AnHOM 50 351eMeHTOoB.

! Razdel - 6ubnnoteka Ana TokeHM3auuy pycckoasbluHbix TekcTos. URL: https://github.com/natasha/razdel (nata obpaweHna: 17.11.2025).
2 Bojanowski P, Grave E., Joulin A., Mikolov T. Enriching Word Vectors with Subword Information. 2016. URL: http://arxiv.org/abs/1607.04606 (nata

obpatleHna: 01.11.2025).

3 Nawrot P, Chorowski J., tancucki A., Ponti E.M. Efficient Transformers with Dynamic Token Pooling. Tpyabl ExxerogHoi koHbepeHumn Accounaunm
BblunmcanTenbHom nMHrencTuky (ACL 2023). URL: https://doi.org/10.18653/v1/2023.acl-long.353 (pata obpatieHus: 01.11.2025).
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2. lNogxoa ¢ kombuHauymei nysimHros (Combined
Pooling)*

B pnaHHOM meTope, MOMMMO CTaHAAPTHOMO AVMHaMU-
YecKoro MnysnuHra, WUCMoNb3yeTcA METO[ BblUMCIeHUs
SHepreTUYecKNx BeKTOPOB. BekTopbl B3BelMBAOTCA
B 3aBMICUMOCTM OT UX «IHEPTUN», KOTOpas onpeaensaeTca
Kak KBajpaT HOPMbI KaXKAoro BekTopa. Mitorosoe npeg-
cTaBneHne Tekcta dopmupyetca nytem obbeanHeHUuA
[BYX Pe3ynbTaToB: SHEPreTMYeckoro U ANHAMUYECKOro
nynuHra. MNocne o6beAVHEHMSA UTOTOBLIN BEKTOP MMeeT
Anudy 100 anemeHTOB.

3. BCTPOEHHbIN B HENPOCETb METOL4 BHUMAHUS
(Attention Pooling)®

Kaxkabill TOKEH B TeKCTe nosyyaeT Ko3GPULMEHT BHU-
MaHWUsi, KOTOPbIN ONpeaenseT, HACKONbKO BaXKeH JaHHbIN
TOKeH [nA obLiero cMbicna TekcTa. itoroBoe npepcrasne-
HUe TekcTa popMmpyeTcsa NyTeM B3BELUNBAHUS BEKTOPOB

C/I0B B 3aBMCMMOCTU OT WX 3HAUMMOCTU AN 3agaun. B pe-
3ynbTaTe JaHHOIO NOAXOAa UTOrOBbIV BEKTOP TaKXe ume-
eT AyinHy 50 3nemMeHTOoB.

Mocne nonyyeHnA BeKTOpa AJiA TEKCTa K HeMY NpuUco-
e[IVHANNCb JaHHble O BO3pacTe U noJe nayueHTa, 4To no-
3BONIANO YNYULLNTb NPefCTaBlieHre O NaLneHTe C y4eToM
gemorpadunyecknx ¢axktopos. B 3aBUcMMOCTM OT BbI-
6paHHOro NoAXoAa UTOrOBbIN BEKTOP MMeN pa3MepPHOCTb
52 nn6o 102 snemeHTa.

MopenupoBaHue. CTaTuCTMYeCKUN aHanM3 M no-
CTPOEHUe Mopenein MalWHHOMO 06yyYeHWA BbIMOMHANIM
Ha A3blKe NporpammmnpoBaHna Python, Bepcua 3.10. B Ka-
yecTBe apXUTEKTYp MOAenen UCnosb3oBaau HerpoceTe-
Bble 1 aHcambneBble MeToAbl. Micnonb3yemasn HellpoHHas
ceTb BK/OYana MociefoBaTeNlbHOCTb MOMHOCBA3HbIX
CNoeB C HenvHelHbIMU akTuBaumamn LeakyRelU, cnos-
mun Batch-Normalization n mexaHnsmom perynapusaymm

Max-pooling no cermentam
(annHa cermenTa — 3 TokeHa) Dynamlc
Pooling
1 &
—> Result = — Vg
[0,9;0,8;0,7; 0,6; 0,5] K g
[0,6; 0,5 0,5; 0,6; 0,7] »{ [0,733; 0,633; 0,566; 0,533; 0,5]
[0,7,0,6;0,5;0,4; 0,3]
MaLwmHHBIA [0,1;0,2; 0,3; 0,4; 0,5]
Pacuet L2-Hopmbi (sHepruu) .
Ob6yuenme | 10,5;0,4;0,3;0,2; 0,1] Combined
Momorartb [0,9; 0,8; 0,7; 0,6; 0,5] 0,55 POO|Ing
0,55 v; X B;
Ananusuposarts | [0,2; 0,3;0,4; 0,5; 0,6] > Result; = Z( : l)
2,55 S E;
[0,574; 0,537; [0,733; 0,633;
Bonbuwoit [0,6; 0,5; 0,4; 0,3; 0,2] 0,70 >
070 0,514; 0,479; 0,455] 0,566; 0,533; 0,5]
O6bem [0,3;0,4;0,5; 0,6, 0,7] 1,70
JaHHble [0,7;0,6; 0,5; 0,4; 0,3] 1,70
Pacuet koappuumentos
BHUMOHMS .
Attention
0,127 Pooling
0,115 T
L - Result = ;- v;
0,225 ; c
0,095 »([0,525; 0,5; 0,478; 0,448; 0,423]
0,127
0,149
0,161

Puc. 1. Npumepbl npeoﬁpasoaal-mq MaTpuLbl BEKTOPOB B eLMHbII arperMpOBaHHbM BEKTOP TEKCTa C uCnosb3oBaHneM pa3in4yHbIX UC-

CnepoBaHHbIX NOAX0OA0B

Fig. 1. Examples of transforming a matrix of vectors into a single aggregated text vector using various explored approaches

4 Xing J,, Luo D., Xue C,, Xing R. Comparative Analysis of Pooling Mechanisms in LLMs: A Sentiment Analysis Perspective. 2024. URL: http://arxiv.org/

abs/2411.14654 (pata o6paiieHna: 01.11.2025).

> Sun X, Lu W. Understanding Attention for Text Classification. Tpyabl ExerogHoin koHdepeHumn Accoumanin BbIUMCINTENbHOM TMHTBACTUKM (ACL
2020). URL: https://doi.org/10.18653/v1/2020.acl-main.312 (paTa o6patieHna: 01.11.2025).
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Dropout (p = 0,15). ObyyeHre mMopAenu NPOBOAUNIOCH
C MVHMMK3auMen GYyHKUMM MOTepb Ha OCHOBE KpOCC-
3HTponun, ucnonbsya Adam-ontumusatop. [ina cpaBHe-
HUA TaKXe MPUMEHANAacb MOAe/b Ha OCHOBE aHcambns
JepeBbeB peweHuin — RandomForestClassifier, o6begu-
HeHHassi B MultiOutputClassifier n3 6mbnuotekn scikit-
learn®. Monck Hawayywmx runeprnapameTpoB (rnyOuHbl
[EPEBbEB, UMC/a AEPEBbEB B aHCamMbie, MMHUMAJbHO-
ro KonmyectBa oOBbEKTOB ANA Pa3bueHns y3na u MUHU-
MaJibHOTO KOJINYECTBAa OOBEKTOB B JINCTE) BbIMOSHANCA
¢ nomoubto RandomizedSearchCV [11], ucnonb3ysa KFold
Kpocc-Banugauuio ¢ Tpemsa ¢ongamu.

Ona wnccnegoBaHua >pPeKTUBHOCTM Mopaenen uc-
nonb30Bany Habop Knaccmuyecknx MeTpuK Ana MynbTu-
MeToyHon Knaccuébukauyum [12, 13]. OueHKa npounsBo-
Annack No crefyLwmmM nokasaTenam: CpefHAa nnowanb
nop xapaktepuctuyeckon kpuson (macro AUROC), cpea-
HAS NIoWaAb NOoA KPUBOWM «TOYHOCTb—MOMHOTa» (Macro
AUPRC), ToyHOCTb (macro accuracy), CpefHAa 4yBCTBU-
TenbHOCTb (Macro sensitivity), cpegHaa cneundnUYHOCTb
(macro specificity) n cpegHsasa F1-mepa (macro F1-score).

B KauecTBe nopora knaccndrikaumm pesynbtata pabo-
Tbl MOAENEN NCMONb30BaNM MakCUMyMbl MHAeKca HOaeHa,
paccumTaHHble AnA Kaxkaon n3 156 meTok. OgHako ¢pukcu-
pOBaHHble MOopory Knaccudurkaumm He NO3BONANN OLe-
HUTb CTEMEHb YBEPEHHOCTN MOJENN B KaXAOM npefcKa-
3aHUN, YTO OCOOEHHO Ba)KHO B 3afaye MyJ/IbTUMETOYHOM
Knaccuoukaumm. [ns peweHus 3Toll npobrnembl Obina
npUMeHeHa [OMONHUTeNbHAA WHTepnpeTauma npea-
CKa3aHHbIX BEPOATHOCTEN C MCMoNb3oBaHMeM Bayesian
Confidence Score [14]. 3TOT MeTof MNO3BONAET CKOP-
peKkTMpoBaTb MpeAcKasaHHble BEPOATHOCTM C YYeToM
WHOUBMAYaANbHbIX MOPOroB, PacCUMTaHHbIX MO UHAEKCY
lOpeHa, 1 NpUBECTM NX K eAUHON LUKaNe YBEePEeHHOCTU
B Anana3oHe o1 0 o 1. Takoli noaxoa AenaeT BO3MOXKHbIM

NMHOOPMATU3ALINA 30PABOOXPAHEHUA

1] N

KOPPEKTHOE CpaBHEHVE YBEPEHHOCTU MpefcKasaHui
MeXy pasfIMYHbIMU MeTKaMm1 1 No3BONseT 6osiee TOUHO
naeHTMGUUMPOBaTb Clyyan, B KOTOPbIX MOAe/b AeMOH-
CTPUPYET BbICOKYIO OMNPEAeNIEHHOCTb.

PE3YJIbTATDI

[ns aHanu3a 661 cobpaH Habop AaHHbIX, BKJIOUYAlO-
w1 000 000 nepBMYHbBIX OcMOTPOB 387 590 naumeHTOB
3a nepuopg ¢ 2002 no 2025 r. PacnpepeneHne Bo3pac-
Ta NauyMeHToB 1 Mona B 3aBUCMMOCTU OT pa3MeyeHHbIX
Ha ocHoBaHuK kKopgoB MKB-10 meTOK oTpakeHO B npu-
noxeHun 1. KonnyectTBeHHble XapaKTePUCTUKK HabopoBs
JaHHbIX Mocne pasgeneHus Ha obyuyalowmi, TeCTOBbIN
1 BaNMAaLVOHHbBIN NpeAcTaBneHbl B Tabnuvue 1.

PesynbtaTbl BCeX MNPOBEAEHHbIX 3KCNEPUMEHTOB
C NCMONb30BaHNEM Pa3NNYHbIX aPXUTEKTYP U NOAXOA0B
K BEKTOPHOMY NpefCTaBNeHWI0 TeKCTOB MpeacTaBfieHbl
B Tabnuue 2.

MepBble MONbITKU C MCMONb30BaHNEM aHCambneBo-
ro metoga Ha ocHoe MultiOutputClassifier 1 Dynamic
Pooling nokasanu cpefHWiA ypoBeHb NpeackasaTesibHON
CMOCOBHOCTY Ha TECTOBOM Habope AaHHbIX. [laHHas Mo-
Jenb vMena 3HauuTenbHbIn pa3mep - 1,5 I'b, uto orpa-
HMUYMBANO ee MpaKTUyeckoe MNpPYMEHEHUE, OCOBEHHO
B YC/IOBMAX HefoCTaTKa BblYUCIUTENIbHBIX MOLLHOCTEN
B MPaKTNYeCKOM 3[paBoOXpaHeHnun. B oTnnyme ot 3Toro
6a3oBas HellpoceTeBas Mofenb, cnonb3ytoLlas Dynamic
Pooling, nokasana 3HaunTenbHo 6Gonee BbICOKY ANC-
KPUMUHATUBHYI0 cnocobHocTb, ¢ AUROC 0,881 1 ToUHO-
ctbto 0,797, npu 3ToM ee pa3mep cocTtaBun Bcero 5 Mb.
70T daKkTOp AenaeT ee bonee noaxonALlen Ana npume-
HEHWA B peasibHbIX YCNOBUAX, FAe BaXKHa He TONbKO TOY-
HOCTb, HO U 3$PEKTNBHOCTb Pa3BepTbiBaHNWA, YUTO CTano
OCHOBaHMeM ANA NpoBefeHUA BCeX AaibHENWNX IKC-
NeprIMEHTOB MMEHHO Ha ee ocHoBe. [locne KoppeKumn

Ta6nuua 1. OnucaHne Ha6opoB AaHHbIX, UCMOJIb30BABLUNXCSA B UCCIe,OBaHUU

Table 1. Description of the datasets used in the study

Moka3aTenb O6yuatoLuuit Habop TecToBbI Ha6op BanupaumoHHbIi Habop
KonunuyecTtBo naymeHToB 284 672 61205 41713
KonunuyecTBO NepBMYHbIX OCMOTPOB 719813 200 093 80 094

Ta6nuua 2. Pe3ynbTaTbl 3KCNEPUMEHTOB

Table 2. Experimental results

Anroputm AUROC TouHoCTb YyBcTBUTENbHOCTL  CneuyunduyHocTb
MultiOutputClassifier + Dynamic Pooling 0,832 0,788 0,803 0,795
HelipoHHas ceTb + Dynamic Pooling 0,881 0,797 0,813 0,797
HelipoHHas ceTb + Dynamic Pooling + koppekuusi auc6anaHca 0,850 0,778 0,776 0,778
HelipoHHas ceTb + Combined Pooling 0,908 0,837 0,843 0,837
HelipoHHas ceTb + Attention Pooling 0,917 0,852 0,856 0,852

¢ Buitinck L., Louppe G., Blondel M., et al. API design for machine learning software: experiences from the scikit-learn project. 2013. URL: http://arxiv.

org/abs/1309.0238 (naTta obpaeHus: 01.11.2025).
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AncbanaHca KnaccoB npu obyyeHun (metogamm SMOTE
[15], ADASYN [16]) Habnoganocb HebonbLIOe CHUXe-
HMe MeTPUK KauyecTBa, YTO TeCHO CBA3AHO C M3MeHeHU-
eM CTPYKTypbl BblbopKu. lMprMeHeHe MeTOAOB arpe-
rauuy HEeCKOJNIbKUX BEKTOPHbIX MPeACTaBfeHUn TeKCTa
(Combined Pooling) gano 6onee Bnevatnaiowme pesysb-
TaTbl. [1py MCNonb3oBaHWK 3TOro MOAXOAA Ha TECTOBOW
Bbl6opke AUROC Bbipoc o 0,908, TouHocTb — Ao 0,837.

Jlyywwnii pe3ynbraT Obifl MONYYEH C MOMOLLbIO HEVPO-
CETEBOW apXUTEKTYpPbl, OCHALLEHHON MEXaHU3MOM BHU-
MaHua (Attention Pooling). Ee apxutektypa npepnctasne-
Ha Ha pUCyHKe 2.

MeTpurKuM KauecTBa Mogenu, NonyyeHHble Mo oTaesb-
HbIM MeTKaM, NpeAcTaBfieHbl Ha PUCYHKe 3 ana ABaguatu

N1:52
Mon > Mon
Bospacr > Bospacr
+
Kanobei XKanobbl

1 AQHHLIE OCMOTPA
B BUE MATPULbI
BEKTOpPOB, rae
KQXXAbIA BEKTOP —
OTAEeNbHOE CNOBO

M OQHHbIE
OCMOTPA B BMAE
OfIHOTO BEKTOPA

LJSIMHOMN

50 anemeHToB

Attention
pooling

Input Hidden 1 Hidden2 BN

nATM Hambonee 4acTo BCTPeYaBLUMXCA 3aboneBaHWii.
3HaunTeNlbHOe MpPerMyLLecTBO AaHHOW apXUTEKTYpPbl
[OCTUraeTca 3a CYeT BO3MOXHOCTU UCC/IeJOBaHUA 3Ha-
YMMOCTN MCXOAHbIX TOKEHOB ANA MPUHATUA MOAENbio
OKOHYaTesIbHbIX peLlleHnn. 1na 3Toro ncnonb3yeTca me-
XaHW3M BHUMAHWUA, KOTOPbIA YYWUTbIBAET BHYTPEHHIOW
$OKyCcMpOBKY MOJenn Ha KIoYeBbIX d/leMeHTax TeKcTa
N oTpaXaeT YyBCTBUTENIbHOCTb NPeAcKasaHua Moaenu
K M3MEHEHMI0O KOHKPETHbIX BXOAHbIX Mpu3HaKkos. B pe-
3ynbTaTe yAaeTca NoayunTb B3BELEHHYIO OLIEHKY BaXHO-
CTV TOKEHOB, e YUYNTbIBAKOTCA NPAMON BKNaf KaXaoro
CioBa B NpefcKasaHue C TOUKM 3peHnsa obyyeHHOW ap-
XUTEKTYpbl. Takol NMoaxof No3BoNAeT BblABAATb Hanbo-
nee nHdopmaTrBHble C/IoBa U $pasbl, onpefenaolme

N3:256

N4:128

N5:156

Hidden 3 DO Hidden 4 BN Hidden 5 DO Output

Puc. 2. ApxuTeKTypbl HelipoceTH ¢ BCTPOEHHbIM MogyneM Attention Pooling, nokasasLuen nyyiwine pesynbratbl
Mpumeyanne: Input — input data, BxogHele faHHble; Hidden — hidden layer, ckpbiToiid cnoii; BN — Batch Normalization (normalizes data within the layer, Hopmanu3ayet
naHHble BHyTPU cnoA); DO — DropOut (randomly deactivates neurons during training, cny4aiiHo OTKNiO4YaeT HeiipoHbl cnoA Bo BpemA 06y4eHua), Output — output

predictions, BbIXOQHbIE NpeAcKasaHnA.

Fig. 2. Neural network architectures with an integrated Attention Pooling module that demonstrated the best performance
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Puc. 3. Mukpo-AUROC, cneunduyHoCTb, YyBCTBUTENBHOCTD M F1-score fns ABajaLaTi NSt Hanbonee YacTo BCTPEYABLLMXCS HO30/I0TUN
Fig. 3. Micro-AUROC, specificity, sensitivity, and F1-score for the twenty-five most frequent nosologies
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KJ'IaCCI/I(I)VIKaLlVIIO, yToO CI'IOCO6CTByET ynyyuweHunto gose-
PuA K pelleHNAM B KPUTUYECKU 3HAUYIMbIX MPUNOXEHUAX.

OBCYXOEHUE

AHanuns MeLMHCKNX TEKCTOB /1A MPOrHO3MpPOBaHUA
3ab0neBaHNIN OCTaeTCA aKTyaslbHOW 3aayell, MOCKOMbKY
aBTOMaTM3MPOBaHHbIE METOAbl MO3BOMAT 3HAUNTENIbHO
YAYUYLWNTb NPOLECC ANArHOCTMKMA U CBA3AHHOTO C 3TUM
NPUHATUA KIMHUYECKUX pelueHnin. OfHUM 13 KNHoYeBbIX
acneKToB NOAOOHbIX PabOT ABNSAETCA MCTOYHMK AAHHBbIX.
Hanpumep, J.H.B. Masud u coaBT. [5] ucnonb3oBanu amoy-
NaToOpHble 3aMnncK YHUBEPCUTETCKOM GOoNbHMULbI Talib3s,
J. Huang n M. Zeng pabotanu ¢ gaHHbimu MIMIC-III [6,
71, BKOYaOLWMMM BbINMUCHbBIE 3NMUKPX3bI MaLUeHTOB pe-
aHUMaLMOHHbIX oTaeneHuin. B nccnegosaHum A. Blanco
1 COaBT. [8] 6biny 3a4eCTBOBAHbI 3aMUCX Ha UCMAHCKOM
A3blKe, YTO HaKJ/lafblBasio AOMONIHMTENbHbIE OCOOEHHO-
CTV Ha 06paboTKy TeKcTa, a K. Zhang n coasT. [9] cocpepo-
TOUMIIUCH Ha aKYLIePCKUX KapTax KUTANCKMUX MNaLMEHTOB.
NCTOYHMKI JaHHbIX BaXKHbI ANA onpefeneHuns npuMeHu-
MOCTM Pa3paboTKM 1 CLiEHapWA ee NCMOoJIb30BaHMA.

Cama obpaboTka TeKCTa ABMAETCA 3TarnoMm, Ha KOTo-
POM MCCNefoBaHMA Pas3HUANCDE Kak Mo NPUMEHAEMbIM
METOAaM, TaK U Mo UX ryouHe. B 6onbluMHCTBE paboT 6a-
30Bas NpefobpaboTka BKoYana yaaneHne nyHKTyaLmm
1 CTON-CJI0B, OAHAKO KIloUeBble Pa3nnymsa CBA3aHbI C Bbl-
60pOM anropuTMOB MpeAcTaBieHUs TekcTa. Hanpumep,
JH.B. Masud un coast. [5] ucnonb3osanu Word2Vec
ana Bektopusaumu, a kKomaHga J. Huang - TF-IDF
n Word2Vec [6]. A. Blanco ¢ coaBT. paclumpunu 3ToT Noa-
XOf, NPYIMEHNB KOHTEKCTHbIE BEKTOPHbIE NpeacTaBneHnA
ELMo [8]. K. Zhang 1 coaBT. CpaBHWUIN HECKONbKO MeTO-
[0B BEKTOPUM3aLMK 1 MOKa3asu, YTO UCMONb30BaHNE KOH-
TEKCTHbIX 3MbeaAnHroB, Takux Kak ELMo u fastText, no-
3BOMIAET NyyLle YYnTbIBaTb CEMaHTUYECKME OCOOEHHOCTH
MEAVLMHCKOIO TEKCTa, YTO OCOOEHHO Ba>KHO MPU MHOTO-
MeToYyHoM Knaccudumkaumm [9].

B nnaHe anroputMoB Knaccupukaumm mccnenoBa-
HUA TaKKe OEeMOHCTPUPYIOT pa3Hoobpasvie MoAgXonoB.
B paHHMX paboTax MCnonb30BanUCh TPagULNOHHbIE MO-
JEenn, Takre Kak CJyYaiHbliA ec, HauBHbIN 6aiecoBCKU
KnaccuoukaTop 1 noructuyeckas perpeccus [6, 91, Ho co-
BPEMeHHbIe 1CCIejoBaHNA AenatoT akLeHT Ha ryboKom
06yueHumn. Hanpumep, J.H.B. Masud 1 coaBT. npumeHnnm
CBEpPTOYHble HelpOoHHble ceTu [5], a M. Zeng n coaBT. uc-
nonb3oBanu rnybokoe TpaHcpepHoe obyuyeHmne, YTo no-
3BOSIANO JOCTMYb NyYLUnX pe3ynbraTos [7].

Pe3ynbTaTbl Hallero wucciefoBaHWA COMnacyoTcaA
C BbIBOAAaMU MpeAbigylymx paboT, MOCBALWEHHbIX aHa-
NN3y MeAUUMHCKUX TeKCTOB, MOKa3aBLUMX, YTO UCMOb-
30BaHMe HerpoceTeBbIX Mofenel Mo3BosAeT LOCTUYb
BbICOKOM TOYHOCTU KnaccudurKkaumm MeguLMHCKMX 3a-
nucen. B Hawein pabote TakkKe MPUMEHANUCH METOAbI
006pabOTKN eCcTeCTBEHHOIO A3blka M MalUMHHOTO Obyye-
HUA AnA Knaccmoukaumm MeguLMHCKUX TEKCTOB, OfHa-
KO C yuyeToM cneunduKkmn pycckoasblYHOW MeAULIMHCKON

HauwnoHanbHoe 3gpaBooxpaHeHue. T. 6, N°4, 2025 r.
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LOKYMeHTaumn. B otnnume oT nccnefoBaHuUin, OCHOBaH-
HbIX Ha @aHINOA3bIYHbIX 6a3ax AaHHbIX, HaLL MOAXOA YYUTbl-
BaeT 0COBEHHOCTN PYCCKOA3bIYHbIX 3amnncer, YTo genaet
ero 6onee afanTMPOBAHHbIM K JTOKASIbHOW KITMHUYECKOM
npakTuke. NpumeHeHne 0606LEHHbBIX ANArHOCTUYECKUX
KaTeropuii MO3BOSINIO YMEHbLINUTb CJIOXKHOCTb Knac-
cndukauum 6e3 notepr MHGOPMATMBHOCTY, UYTO TaKXKe
NoATBEP)KAAETCA pe3ynbTaTaMm aHaNIOrMYHbIX paboT, rae
ncnonb3oBanach rpynnmpoBka 3abonesaHnin Ana nosbl-
LIeHWA YCTOMYMBOCTN Mofenen [8].

MNpumeHeHNe nNpeanoXeHHOW MoZenu  Kiaccu-
dMKauMM MEAULMHCKMX TEKCTOB MOXET CrnocobCTBO-
BaTb CBOEBPEMEHHOMY BbliBJIeHNIO  3aboneBaHuii,
MOBbILEHNIO TOYHOCTU MELMULMHCKMX MPOrHO30B U aB-
TOMaTM3auMmn 0bpaboTKM MeaULMHCKON JOKYMEHTALWN.
ABTOMATU3NPOBAHHAA CUCTEMA MOXKET MCMOMb30BaTbCA
AR NOAAEPKKN MeAVNLMHCKUX PabOTHUKOB MpW aHanu-
3e TeKCTOBbIX 3anucell U BbIHECEHUWN MpeaBapUTENbHbIX
pelleHnin 0 BEpOATHbIX AnarHosax (puc. 4). Kpome Toro,
JAMarHocTnKa 3aboneBaHnii Ha OCHOBE TEKCTOBbIX JaHHbIX
MOXET YNYULLINTb MapLIpyTU3aLMio NauneHTOB 1 MOMOYb
B MOHUTOpPVHIe rpynn pucka. 9T0 0CO6EHHO aKTyanbHO
B YCNOBUAX OrPaHNYEHHbIX PeCypCoB 3 paBOOXPaHEHMS,
Korga aBTOMATM3MPOBAHHbIE WHCTPYMEHTbI MOTYT CHU-
3UTb Harpy3Ky Ha MeAVLUMHCKUA NepCcoHan 1 NOBbICUTb
3 dEKTUBHOCTb NPUHATUA PELLUEHNI.

HecmoTpa Ha [OCTUrHyTble pe3ynbTaTbl, UCCieno-
BaHVe VMeeT pAf orpaHuveHui. Bo-mepBbix, mogenb
obyyanacb Ha vHbopMauuuM K3 OfHOW 6a3bl AaHHbLIX
(Webiomed), kyma cobripanucb n CTPYKTYpPUPOBASNCD
JaHHble 13  PasfMUHbIX MEeOULMHCKUX YyupexaeHUn
Pa3finyHbIX perMoHoB. MeToabl c6opa AaHHbIX MMET
CBOW OTrpaHUYeHna — NpaBUibHOCTb c60pa M TOUHOCTb
M3BIeYEHMA MNPU3HAKOB He SABMAIOTCA UAeasbHbIMU.
TakM 06pa3om, 3T 0COHBEHHOCTY MOTYT OFpaHNYNBaTb
00600L1aeMOCTb MOAENN Ha Apyrve WCTOYHVKW Meau-
LUMHCKoN nHopmaumn. Bo-BTOpbIX, B KauecTBe Npeank-
TOPOB WCMOMb30BasiCA OFpaHUYEHHbIi HAabop BXOA-
HbIX MapameTpoB (BO3pacT, MOJ, TEKCTOBble 3anucw),
YTO He YUMTbIBAET NlabopaTOpHbIE N NHCTPYMEHTaJIbHbIE
NCCNefoBaHunsA, NOTeHUManbHO BAUAIOWME Ha TOYHOCTb
NPOrHo3oB. B-TpeTbux, OnA aHanM3a MCNoNb30BanINCh
TEKCTbl aMOYNaTOPHbIX OCMOTPOB, KOTOPble UMEIoT pas-
NNYNA C QOKYMEHTaMU U3 KPYTNOCYTOUYHbIX CTaLMOHapOB.
B-ueTBepTblX, LieneBoe cobbiTue onpenenanocb TONbKO
kogoMm MKB-10 n gononHUTeNnbHO He BanuAUpPOBanocCh.
TakXe, HECMOTPSA Ha NpPeANPUHATbIE Mepbl MO 06paboTke
TEKCTOB, BO3MOHbI OLUINOKM, CBA3aHHbIe C HEOJHO3Hau-
HOCTbIO MEAULMHCKUX TEPMUHOB 1 Pa3finunAMM B CTUAAX
BeeHWA MegULNHCKON JOKYMEHTaLuN.

B panbHeiwem LenecoobpasHo pacwmpuTb Habop
MNCNOJIb3yeMbIX AaHHbIX, BKIOYMB CTPYKTYPUPOBAHHYIO
MHbOpMaLMIO O NauyueHTax. TakKe NepcrneKTNBHbIM Ha-
npaBfieHNeM ABMAETCA TeCTUPOBaHME MOLENN Ha He3a-
BVICUMbIX BblOOPKAX, UTO MO3BOJINT OLIEHWTb €e YCTOW-
YMBOCTb M afanTUPYEMOCTb K Pa3sHbiM KJIVHUYECKUM
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Xanobbi:

MauneHT xanyeTtcs Ha Kalleb C MOKPOTOW, OAbILWKY Npu $usnueckor Harpyske. OTmeuaet

6onb B ropne v 3aj0XeHHOCTb HOCa . ﬂepmop,muecm 6ecnokout ronoeHas 6ob.

O6beKTUBHbIE JaHHble:

Mpu ayckynbTaumm BbICAYLIMBAKOTCA Cyxue Xpunbl. Temnepatypa 37.3°C. A/l 140/90 mm.pt.cT. B

3€Be rmnepemMmua. MaumeHT oTmeuaer rONIOBOKPY>XEHWE NPU BCTaBaHUU.

WUHbekuma BepXHUX AbiXaTeNbHbIX NyTen MKE: J06.9 YeepeHHocTb: 80%

ApTepuanbHas runepTeHsns

)

BpoHxuT

MKB: 110

MKB: J20

YeepeHHocTb: 90%

YeepexHocTs: 70%

Puc. 4. Mpumep cepBuca Ha OCHOBE pa3paboTaHHON MOAENM MALUMHHOTO 06yYeHUs C BO3MOXHOCTbIO NMPOTHO3MPOBAHMS Y NaLUeHTa
3a60/1eBaHNI HA OCHOBE aHHbIX Xano6 1 06bEKTUBHOTO 0CMOTpa C DYHKLMEN 0TOBPAXKEHUS 3HAUNMDIX CIOB B UCXOAHOM TEKCTE

Fig. 4. Example of a service based on the developed machine learning model with the capability to predict patient diseases using
complaint and physical examination data, including a feature for highlighting important words in the original text

ycnosuaM. [lononHWTENbHbIM  HanpaBneHMEM MOXKeT
CTaTb pa3paboTKa cneunanmn3rvpoBaHHbIX A3bIKOBbIX MO-
fenem OnA pycCcKOA3bIYHbIX MeAULMHCKUX TEKCTOB, aHa-
nornyHbix BERT, aganTupoBaHHbIx nof cneunduky meiu-
LIMHCKOWN TEPMUHOMOMNN.

3AKNIOYEHUE

AHanm3 mMeguUMHCKMX TeKCTOB C npMmeHeHnem me-
TOOOB O6pa6OTKI/I €CTeCTBEHHOIO A3blka U anropmTtMoB
MallNHHOIo O6yHEHI/IF| npencrtaBnAeT coboi nepcnek-
TUBHOE HanpaBneHme OnAa noBbllEHNA KavyeCcTBa KNNHN-
YeCKunx DELUEHI/IIZ. Pe3yanaTb| HacToAlWEero nccienosa-
HUA NOATBEPXKAAKT, YTO NCNOJIb30BaHME HEIZpOCETeBbIX
mogenen, afanTUPOBaHHbIX NMOA4 PYCCKOA3bIYHYIO menn-
UMHCKYIO OOKYMEeHTauuto, obecneumBaeT BbICOKYIO TOY-
HOCTb KﬂaCCVId)I/IKaLI,VIVI N MOXeT CNyXNTb 3¢¢EKTI/IBHI:IM

BKJIAQ ABTOPOB
A.0. Epmak - 06paboTka MaTepuana, aHanv3 1M MHTepnpeTaums
[aHHbIX, HanMcaHne TeKCTa PyKonmcu.
E.A. MakapoBa - aHanu3 1 MHTepNpeTauna AaHHbIX, PeAakTMpo-
BaHue CTaTby.
A.H. KapTaHoB - 06paboTKa MaTepurana, aHanms v MHTepnpeTaums
[laHHbIX.
[.B. FaBpunoB - 0630p nyb6nvKaLuii no Teme CTaTbl, aHaIN3 v NH-
TepnpeTaumns faHHbIX.
P.3. HoBuuKkuii - pa3paboTka AM3aiHa nccnegosaHms, cbop mare-
puana.
A.B. TyceB - pa3paboTka An3aiiHa 1UCCNefoBaHNA, pefaKTUpOoBa-
HUe CTaTbMu.
Bce aBTOpbI yTBEPAWAV OKOHYATESIbHYI0 BEPCMIO CTAaTbU.
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NHCTPYMEHTOM MOAAEPXKKN NPUHATUA pELUEHI/IVI B 34pa-
BOOXpPaHeHUN. npe,D,J'IO)KEHHbIVI nopxon, OCHOBAHHbIN
Ha O606LLLEHHbIX ANarHOCTUYECKMX KaTeropumax n ydyete
NOKanbHbIX A3bIKOBbIX OCOGEHHOCTEN, o6nanaeT BbICO-
KM MOTeHUManomMm AnAa uHterpaumm B cyuwecrtsyrowume
KNnHn4yeckmne npoueccobl.
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